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. in the October 195.3..iqs,ue of the,ProGeedings. . . ' .of!. . JRE,
Shannon described an'axperiment . i n which:$%&. Ikomputsss, , > : * . . . . .
played again'st esci?,oth&; in .a coin mat'ch5hg game.,..,$?ne. com-
puter attempted to'match .a.qumber generated'by an0tbe.r, , * - . com-
puter which tried'to,unmatch..r .Inthis' 1ab;"the 'thdugbt,, . occurred
to Dr. R. J.' Slutz ihat we could a%tempta 'gh%iilar experiment.
Consequently, he prepared a :rowtine to accupy s&AC cs; .acoustic
memory; and R': A. K i rsch prepared a rdtine to occupy the
electrostatic memory. The nature of the two routines was
entirely unknown to the opposing progrimmer's. . It'-:was. ,hoped

. that by.playhg. the..game at computer speeds - ana li~~,a$lo,wing
the camputer'to t4u la te the score, a.good :hdicati&,.of.! ' . . . , . , . which

I .- routine was ' superior could be obtained; '$hide a'great many
: . . trial's. Ci5ulii.be'made. In this report,. a' des'Ctiption willbe

., ments .withthat 'routine playing .against speciaily arranged -
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given ,of &e routine prepared by R. Kirsch -and'of later experi -

opponeht lOGtiiei,.I . 3

. . . . .

. . . .

One approach to th is problem,could be to fit th is situation
to a model usually treated in the mathematical theory of games.
This approach was not used. Instead, an attempt was.made to
devise what seemed like a model of the way in which an animal
learns. Then th is "animal model"_.".was g~ed-to+laytbe -eo%-~-'-I-

matching problem. . .. ..
1

!
Evidently, the model has to have some learning mechqnism ..

which responds to s t i m u l i i of d i f ferent types. The s t i r r d i i a r e
defined in the follow,ing mannez; A t e&%h"matching of the coin",
two binary numbkrs are generated, one corresponding to the
opponent's move and one corresponding to the animal model's
attempted guess at what the opponent's move is. The game
might then look something l i ke this:
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Opponent 's
Moves + 4 P .L s

01 11 10 00

+-
Time
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Animal Is1. Moves

Opponent A n i m a l Opponent Animal

The stimulus that the animal reac ts to at any time i e defined
to be the group of 4 pairs of moves immediately past. Thus
there are eight binary digits specifying the etimulus at any
time. In the example above, the number 01111000 designates
the stimulus, of which t h e r e could thus be 256 different types.

The learning znechanistr) consists .sf the animal becoming
conditioned ts a cer ta in oppgpent'q mevu following each stimulus.
The animal model notes,. for each stimulus,, what move the
opponent next makes, Then, the.next time that same st imulus
occurs, the animal duplicates t.& move of, the-opponent that
followed the same stimulue, previously. The more the opponent
repeats the sams move ,a€ter any given stimulys, the more the
animal m o d e l becomes 'konditianedt' to that move.

- -
The conditioning mechanism i s exponential innature. In

each oE 256 cdls corresponding ta.the 256 d i f f e ren t possible
stimulii, a number i s atored whigh varies*bgtween +1 and -1.
Whenever the opponent plays - a l,,the number in the appropriate
ce l l i s increased by some fixed fraction of the difference be-
tween i t s previous value and +I;Thus i f the opponent always
follows a particular st imulus w i th a 1, the conditioning number
willbehave as in the f igure inthe region f rom A to B.

. :. .
. .. .......... *!. I . ., . . . . .
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I f the opponent should auddenly start playing zero 's the number
will go from B to C as shown in the figure, Part of the input
data for the routine consists of a I t t ime canstant l' fo r th is ex-
ponential functiunj 3:. e;;, .a param,eter. . . . . . ..which determines how
many identical repktitions of the same. .opponeqtJ .... move after a
given stimulus w.ill.makrt the conditioning. . -pumber. * : . , reach 63%
of i t s final valu'e. -.': ;.:. . . . . . . . .. . . . . ;';;;:: 0: . .

. .. i . . . ,:.. :::. . .' t ; . j : . s 8 , .
. , , :>;.: . ,i

This exp6n;ential;,conditioning or kar* ,fuGction h a s
characteri$tics;sSinilar. Bo.those of, an'qniqtal$.,.,. . . . l .,',. . et,the be-
ginning, a single opponent move has. . . .more ,pffegi o i ' t he animal's
learning than a f te r many repetitions of that move. Also, when
a stirnulus'is.' suddenly. followed by.a.differ,eqt aqponent's
response '.from thabzwh.3ch the opponent :h?@..bekn.. :?c: ma)Fing. in the
past, the:.eonditbning. number, l.*e an 'ankpa l !e conditioning,. . : . .

becorrlks iapidly reversed. at f i r s t , a d q~re. . . . . . . . . . . . . . .' s low ly later.

! . ., ......,.

. e 1 ! x .

i
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.It'Is's'siumed that in the game situstion, the opponent wi l l ,
from. t i d i e Zb :tinie,;:.change .his strategy: '. .Thi$'indicates that
it would perhaps be Df use to have a decan$iti&&g'br. .ill . -1:: .., , . forgetting
mechanism. Accordingly, provision i s made, in the routine,
for 'periodically deainditioning a l l condit$qni.ng+unber s toward
0 by a fpaction of their magnitude?. The.pn,aJ&rtO, an animal,
h&e; .isiiithe case when the aaimal we.b&q.me,:.I).. . . . . .qonditioned to
*a';certaih secaad stimulus and 'suddenly the, initiating st imulus i s
nb' limgek

A

appl.ied. ..-A l ter . a long .enough\Rer&d,. he ii'forgets18 the
cdnditiohing*.he,pretiously displayed.. . . :'. . .. . .,.

. . . . . . . . . . . ,
I . .

. . . . . . . ..:.,
. . * i:,

. . . . . .. .
.One fi'iial characteristic of this animal learn&g model must

' .be'mentioned, ..the.mechallism -wheredy it jinaliy determines the
move to make. .; At each point in the game, the routine ltlcnows fl

what the past 4 pairs of moves are and what the conditioning
number cor-.responding to th is stimulus is. A random number

.. wbich ranges.from t 1 to -1 i s t h e n generated. This random
number i s compared with the conditioning number. Ifthe
random number i s algebraically less than the conditioning

was 'originally insert,ed in the routine to prevent a simple
' ' -analysis .on the part of the .opponent f r o m. . discovering the

* number, the.routine plays a 1, othermise it plays a zero. Th is

5 .''

. .
'I' "strategy ", However, i t s ,hport,anc.e .becaqe 'more evident in. _ ' A . .

. . . . . .. . . .
la ter experiments., : , . . . . . . . .......
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The first actual game played between the two coin -
matching routines was run on SEAC on January 18, 1954.
As a statist ical tes t of significance o i the results, it:was
agreed to stqp the game after 10,000 trials had beep run

' and to inspect the score. From information received from
* sthe statistical Engineering Laboratory at the Bureau,, it

. was learned that the following statistical test could be ap-
plied to the r e p l t s l * :

If10,000 tr ials are made, and i f at the end of that
t ime one routine i s ahead of the other by 196 wins, then
there i s at least a 2% bias in favor of the winning routine
and the confidence leve l for that est imate i s 98%.

Af ter 10,000 t r ia ls were run, the difference in score8
was 186, so it was considered not significant enough to make
generalizations from this score.



. .
change was i n ' t h e , u s e of a d.iffer&nt'tabfe or random numbers
by the opponent, .the animal mode1:adain won decisively, 3517
to 3267. In thk.,next ' g a & e t&o 'chAnges 'were made. The
opponent routine again played the'inverse of the animal's
previous move, but only 10% of the time.' The remaining 90%
of the opponent's moves were random. The conditioning ex-
ponential tGe constant ' w a s 'also. ckanged., : . . to 30 moves. This
game was.'a$a,q won by the animal, EUQafter a much longer
time since i t s learniig was slower a&i,its oPponent more
capricious., T€ie. . . .final score here'%wab23,131 ta 22,881. A
post-mortem lapalysis of,the conhitionihg numbers showed
that none' of 'tfie16 was as large' as''',2.5R/b:df tt;eirmaximum

, '* .. i .

. . .! ' .

. . . . .<.
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. .. . -,,,.. . . . . . . .
.th);?'game.I. finished..' I f &is game. . . . bad progressed
animal is. learning would have h&e&sed.. .

T ~ G'p.a;ri &format ~ e dfro* the a6ove experiments
was a me.as,u -ii.of the r s a p befween "randomness3 .. in the
opponent, ' rate. of learning of the anim. . . . . 'length of game.
In the:.exper,i&ents that follow'ed; an; atte,.m#wa$k a d e to
deter'hineibe"'+.elationships ,between:cbmpleXity on the 'part
of tbe ,oppohept aqd complexity 'in' the Animaltilearning
mechanism;.insofai,. . . . . . . as ,they affect the ahflity o f t i e animal
to ttcra#.tt. th&. opponent. . .Is' code. 'Th&:~&sical " situation that
was s:imulated her& was one' of'an' animal.adapting'=o an
envjr.m&eiii,.. . . . 1::. . . . . .I t must: . . . : 'be assm.ed that! the"environment i s
not capricious. . . . . . . . ,although. . it "may 'b;e' cdnsiderably more complex
than the an:imai. To' s i d a a t e this. . . . . . .skaation; .. tbe opponent

. . . . .7 . s . . . . . . .,. . . . ' . , ..
. . . . .

. A

;:':.'-. . . ' I:.:

. . . .' . . . : . . . .\.. I .

. .m u ~ t , ' p l ~ ~ ~ ~. . . . . ! teid strategy.. . . . ,:;.I... . ! ' .
. . . . . . . . .. .

S'ince 'the 0pponent:'s 'strat.eiy i s "fixed, ' t he rieed for the
forgetting mechanism described above 'is nd'tonger pr6sent.
Th i s mechanism was theregore disconnected in the animal
routine..

' -. I . :i! , '. .

. . . . .

. . The. final feature of the animal learning rbutine that i s
, e ,highly .significant 'in:playing against an environment tfdt i s

co.mplex'but: .11. .:fhed is th&'combination' of randornri6'e's ahd
selectivity. W t i e n the animalfinds that a particular .stimulus
implies: qp large conditioning number ,itplays some random

. . .. moue. U,,tl& move genera1lj;'leads 40 a fab i fb it remember8
~ .. It.'>,. ! .. -..:., . . . .

. that; if it 'ileaas. t o neither: n 0 . r .suc'ces.$e.Qit .+ontbues



. :. ; .. . ... , ( I

. , S o . play randorqly; and mos t Cmportant, when it finds a
1. .: successf&l:'mbye, it -plays that.move .inpr6portion to i t s

,success. ' ~ q t j.ealogy to the.,a i eyoldtionary rnechaaism
.in apkciei3'df ra,ndom -mutations. +nd natural select ion i s
fairly obtriocS.. ~ .. : . . , I . :. "

, . . . . ,, . . _ .. -
...: , -I

. . / *

, <:A very inte;esting game wa$.p&~yedon June 3, 1354,
to test thii'pew interpretation of the animal -learning model.

~ A Q oppb-riek;t.routine Hias wr i t tep which would always dupli-
* cate &e $;nili;altse _ ,. move of 10 plays back. ' Since the animal's

_.. 'qtimuliiwere bnly ilegined by the past 4 plays the important
q- stion became: !'Can the animal adapt to a strateGy o r
envirohment'which i s in a sense rnoreidomplex tha3 the
animal's learniqg o r adaptation mechanisrn7'l The condition -

. ing..time constant was set at 2 moves r The deconditioning
or, forkett ing mechanism waq disconnected, and the game was
aet'to stop when one @'@ide*@was ahead b,y 1000 wins. During
the f i r s t 45,5 moves, the animal was losing by amounts
that w e r e insignificant, the largest at any of the printout
points being 276 (after about 30,000 moves). However, some -
where between the 45,500th move and the 46,OOOth move the
animal suddenly seemed to "catch on'' and thereafter won
every single move. What actually happened was that in the
absence of any significant learning the animal kept playing
random moves until finally it played a string of m o r e than
10 identical moves. Since the environment was duplicating
the move of the animal 10 plays back, the environment began
duplicating i t s own moves, The animal looking at the past
4 moves and detecting a successful strategy cdntinued to
play the aame move and to become increasingly successful
until i t w m all the remaining moves,

..I
2 ,

- I , -'
- 1

,:. -, .
. .

-

In this particular. ease there. v>as,a single strategy which
the animal: -c,.ould"not determine thr,&gh anafysis of; the en-
vironment. but 'which it..did tldiscover tl. . - through 'p\ayipg randomly,
Other .enviroi&ents .against which. , . the; aninial was,,mqtched did
not:,h?ye such. c lear. cut "soliit'ioni ", but .inIseverai ofIthem' the
an:hal. .showiid a dkcideds abi1itty"to.adapt '-sticcessfully.

. . ._ . ! i
,. . ,;:.' . . .

-!IQ,-.rexpei iments were performed in which an attempt was
made to i n s u r e that once a suckessful adaptation had been
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coniist ing of a i l 5-binary digits combinations sequence of

environment, but the animal was only capable of Zoaking at
the last 4 moves of the environment. Naturally, each t h e
the animal attempted to duplicate the e n v i r s m e d s response
that l a s t followed the given stimulus, the animal played the
wrong move. The final score was 3508 to 3798 vvith the animal
losing dec i sivel y!

25 or 32 b i ts length), the animal was set to adapt to t h i s

I

A great de21 of speculation can be indulged in h e r e as to
whether th is last situation involves what may seem like a
neurotic adaptation by the animal, Actually, most of the
analogies that have been drawn in th is discussion are highly



speculative in nature. Any rigor in the approach to a descr ip -
tion of animal learning is, if anythind, conspicuous by i t s
absence. However, i f t h i s speculation can induce some
further speculation which can be shown empirically to have
va.lidity, itwillhave accomplished i t s purpose.

t i 1.

. O n e final word may be mentioned here in regard to a
possible interest ing. demonstration using the model described

' -here. Suppose that a manual opponent decides upon a simple
strategy .with only a small random element in it. L e t this
opponent play against the computer until each one oi" the stimulii
to which the learning model responds willhave occurred severa l
t imes, . -Ther'e will then be stimulii of two types: those fo r which
there i s a conditioning n u m b e r whose magnitude i s large, and
those f o r which it i s small. However, the f o r m e r can be con-
sidered to be elementary products which appear in the d i s -
junctive normal canonical fo rm of the logical function which
descr ibes the opponent's strategy. The l a t t e r type aorrespond
to t e r m s that do not appear. By techniques of the type described
by Lecl ley in N. B. S, Report No. 3363, a simple logical ex -
press ion can then be obtained which describes the opponent's
strategy. In th is manner, the computer cannot only be made to
discover a way to beat a simple opponent, but it can also t e l l
that opponent the logical formula for the strategy heds using!

I. ..
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